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The generalized orthogonal ensemble of n x n real symmetric matrices X has
probability measure v,(dX) = Z; ! exp{—ntrace v(X)}dX where dX is the prod-
uct of Lebesgue measure on the matrix entries and v(x) > (2 + ) log |x| with
§>0. The eigenvalue distribution is concentrated on [—A/2, A/2] for some A <
oo. This paper establishes concentration and transportation inequalities for the
distribution of eigenvalues of X under v, when v is twice differentiable with
v"(x) = —k where 342k < 1. If v”(x) >« > 0, or if the variance of the trace
is O(1/n?), then the empirical distribution of eigenvalues converges weakly
almost surely to some non-random probability measure on [—A/2, A/2] as n —
0o. These conditions are satisfied for certain polynomial potentials. The loga-
rithmic energy is displacement convex as a functional on charge distributions,
with fixed mean, along the real line. When the trace distribution satisfies a log-
arithmic Sobolev inequality, or equivalently a quadratic transportation inequal-
ity, the joint eigenvalue distributions and the limiting equilibrium measure like-
wise satisfy quadratic transportation inequalities in the sense of Talagrand.¥

KEY WORDS: Random matrices; transportation; statistical mechanics.

1. INTRODUCTION AND MAIN RESULTS

This paper is concerned with the distribution of the eigenvalues of
random matrices under the generalized orthogonal ensemble, as studied by
Dyson, Boutet de Monvel, Pastur and Shcherbina,® and in the text of
Mehta,!®) page 56. Let X be a real symmetric n x n matrix, and let dX
be the product of the usual Lebesgue measure on the entries that are on
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or above the leading diagonal. There is a natural action of the orthogonal
group by conjugation on such matrices

O(n) x M*(R) — MS(R): (U, X) > UXU",

and the orbit of each X contains a unique diagonal matrix with leading
diagonal entries in increasing order, which we identify with an element of

A"={n=2" =1 Visg €RM A <Ao< <.

Throughout this paper, the potential function for the ensemble is a
real function v that is twice continuously differentiable and that satisfies
v(x) > (2+8)log|x| for some § >0 and all sufficiently large |x|. Then one
can form the normalized trace t = %Z'}-zl Aj and V(X) = trace,v(X) =
%Z?:l v(x;) by functional calculus, and there exists Z, with 0 <Z, <oo
such that

va(dX)=2Z;  exp{—n®V (X)}dX (1.1)

defines a probability measure on M, (R). This v,(dX) is invariant under
the orthogonal conjugation action on M;(R); hence it is termed the gen-
eralized orthogonal ensemble.

Here we consider the empirical distribution of eigenvalues of X,
namely

pnd = Z(SA/, (1.2)

where d;; denotes the unit point mass at the eigenvalue A;; typically the
eigenvalues of X will be random, but are unlikely to be large. Let

QU =(XeM!R):—A/2<r<--- <A, <A/2),

which is invariant under orthogonal conjugation. Then Lemma 1 of ref.
6 asserts that there exist ¢ >0 and A < oo such that vn(Q )y=>1—e ",
Hence there is no loss in restricting the ensemble to 7 and working with
vn(dX)—vn(QA) 1),(dX), so that u()‘) is supported on [—A/2, A/2]. We
impose the measure ®7°° 7, on [0 Mi(R). Let gn(t)dt be the distribu-
tion of the normalized trace T of X, where X is random subject to v,. The
main result of this paper is the following.
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Theorem 1.1. (i) Suppose that v is twice differentiable with
v’ (x) =Ko for all x e [—A/2, A/2], where kg > 0. Then under the laws
vy, the empirical distributions of eigenvalues converge weakly almost
surely to some non-random probability measure p which is supported in
[—A/2,A/2]; so that

00 A/2
/ £ u (dx) / L @eE ey

for almost all A and for each bounded and continuous real function f.

(ii) Suppose that v”(x) > —k, where k < 1/(3A%), and that the variance
of g, satisfies

/ If—f(n)lzqn(r)dté% (n=1) (1.4)

—00

where 7(n)= [ tg,(t)dt and C is a constant. Then the same conclu-
sions as in (i) hold.

Wigner(!®) considered the case of the Gaussian ensembles, which arise
when v(x) =x2/2; moreover, when the potential is uniformly convex as in
(i), the generalized orthogonal resembles the Gaussian orthogonal ensem-
ble in many respects, as discussed in ref. 2. The hypotheses of (ii) are
weaker than those of (i). In section 2 of ref. 22, Pastur and Shcherbi-
na assert that (1.4) holds for unitarily invariant ensembles of Hermitian
matrices, under very mild conditions on the potential. Their proof depends
upon the orthogonal polynomial technique, so does not apply to orthogo-
nal ensembles; nevertheless, (1.4) has been verified for certain orthogonal
ensembles discussed below.

The form of the equilibrium distribution p was determined by Boutet
de Monvel et al.©® for orthogonal ensembles with a wide class of Holder—
continuous potentials. They show that p is absolutely continuous and
the equilibrium density of states p(x) =dp/dx satisfies v(x)= [log|x —
y| p(y)dy +c; on the support of p for some constant ¢;. When v is non-
convex, p may have several local minima and the support of p may con-
sist of several disjoint intervals; see section 2 of ref. 21. Boutet de Monvel
et al.©® show in their equation (2.2) that [l — T(n)|2gn(t)dt < C(logn)/n
holds for general potentials.

In certain cases, for instance if v is convex as in Theorem 1.1(i), then
p(x) satisfies the principal value integral equation

v (1)

“wa—ayr
(x €la, b)), (1.5)

p(x)=Pvi[<b—x>(x—a)]”th
72 . —w[(b



1362 Blower

with constants —A/2<a <b< A/2 that are determined by

b b U/(I/t) .
/ap(x)dle and /Q[(b—u)(u—a)]l/zdu:()’ (1.6)

see ref. 19. Further, when v is a polynomial, we can use Tricomi’s method
to solve (1.5). Let rpp_104_1 =22"% (215‘:51) for integers 1<¢<k and let U;
be the Chebyshev polynomials of the second kind, so that U;(cosf) =
sin(j+1)0/sinf for j >0 as in ref. 13, section 8.94. We summarize some

known results.

Proposition 1.2. Let v(x) =Y} axx*/2k be an even polynomial
with v(0) =0 and ay,, > 0. Suppose that the equilibrium distribution has
support [—b, b] where b< A/2.

(1) Then b is a root of

m
> 27 layty b =1, (1.7
k=1

and the equilibrium distribution has density

m  k
p)=m""VB2=x2Y "N "anty 1 1B Uaa(x/b). (1.8)

k=1 ¢=1

(2) Moreover, if the polynomial factor in (1.8) has no real roots, then
the trace distribution satisfies (1.4); indeed, the Gaussian concentration
limit holds as n— oo:

R b2 /4
/ " gu(t)ydt—e (teR). (1.9

—00

Proof. 1. To solve (1.5), we express v’ in terms of Chebyshev poly-
nomials of the first kind, which satisfy T;(cosf)=cos j6. Since v is
even, we can suppose that a =—b and use the trigonometric substi-
tution x =bcosé in (1.5). The identity (1.8) follows easily from the
identities on page 180 of ref. 25. The identity (1.7) is equivalent to
the condition in (1.6) that p have integral equal to 1.
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2. The trace is an example of a linear statistic in the eigenvalues, for
which there is a central limit theorem for suitable polynomial poten-
tials; see ref. 18, p. 315. Hence (1.9) is a special case of Johansson’s
Theorem 2.4 of ref. 15. To deduce (1.4) of Theorem 1.1(ii) we can
take r =1 and use Chebyshev’s inequality to obtain ny such that

/ qn(7) dt<(1+eb2/4)e_"5 (s=0; n>=ng). (1.10)
{r:ltl >}

Then by integrating this concentration inequality we see that
frzqn(t)dIQC/nz. See Propositions 6.5 and 6.6 for other conditions
related to (1.4) and (1.9). |

Examples 1.3. We re-visit some examples that are discussed in
ref. 6.

(i) Proposition 1.2 applies to any convex polynomial potential, and to
non-convex polynomials such that p(x) given by (1.9) is positive on
[—b, b].

(ii) Quartic potentials are used by Brézin® er al. in the planar approx-
imation to field theory with global invariance group SO(n). Let us
take v(x) =x*/4+ (—k)x2/2, which defines a potential with two wells.
For small positive « the equilibrium distribution is nevertheless sup-
ported on the interval [—b, b] where b? =2(k + k2 +6)/3, and is
given by

2

p(x):l\/bz—xz(xz—/c+b—>. (1.11)

T 2
When « < 1/20 holds, the condition 3(2b)*« <1 of Theorem 1.1(ii) is
satisfied.

(iii) For the sextic v(x)=x%/6 + asx*/4 +arx?/2, it is again possible to
solve (1.7), using Cardan’s method or Maple, and thus to obtain the
coefficients of

b2 —x2 b? 3p* b?
o)=Y i (a2 ) 2+ 2+ B2 (112
T 2 8 2

explicitly from (1.8). With & = 120a3 — 27a2a? + 810azas + 2025 —
162a; and S=135a2a4+675—27a; + 15+/8 we have

b2_251/3 B 20a2—6ai _%
15 581/3 5°




1364 Blower

One can check that v(x)=x%/6—3x*/84x2/2 is a nonconvex poly-
nomial to which Theorem 1.1(ii) applies, and in this case the equilib-
rium distribution is trimodal.

(iv) For the potential v(x) = |x|?/p with p>2, Theorem 1.6 of ref. 2
shows that v, {X:|t(X)|>s} ge’cl’”zsl’ for some constant ¢, >0 and
all s >0. The proof of Theorem 1.1 in section 5 below works with
this estimate.

We have not succeeded in obtaining a concentration inequality for
any orthogonal ensemble such that the equilibrium density is supported
on more than one interval. The main obstacle is the lack of any known
inequality such as (1.10) in this context.

Boutet de Monvel e al(® established weak convergence in probabil-
ity for the y,f,k) to p. To obtain almost sure weak convergence, we prove a
concentration inequality which shows that ,u( ) is unlikely to deviate much
from p when n is large; it is then straightforward to pair the measures
with functions and deduce (1.3). This approach was used by the author
in ref. 2 for uniformly convex potentials, and here we introduce significant
technical refinements which allow us to deal with a wider and more real-
istic class of potentials.

Dyson and previously Wigner considered an analogy in electrostatics
to describe the ensembles; see ref. 18 p. 70. If unit positive charge is dis-
tributed along the real line according to a probability measure o and is
subject to a potential field v, then the total energy is

o 1
E(M)=/ v(x) p(dx) — 5//[ ) ]10g lx =yl n(dx)pu(dy); (1.13)
xF#y

—00

here as in subsequent double integrals we exclude the diagonal D =
{(x,x) e R?} since a point charge does not repel itself. A Radon prob-
ability measure p is of finite logarithmic energy when f f . ¢)1|10g|x
yllu(dx)pu(dy) <oo. The p of Theorem 1.1 is the unique mlmmlzer of this
E over all probability measures of finite logarithmic energy; see p.27 of
Saff and Totik®® and ref. 16.

Whereas E is viewed most naturally as a functional on the probabil-
ity measures on the line, its convexity properties are best interpreted in the
phase space A" of eigenvalues with its linear structure. In Theorem 2.1 we
show that, for v as in Theorem 1.1, E is displacement convex in the sense of
McCann!?, and hence we obtain the quantitative effect on E of rearranging
the equilibrium configuration. In section three we consider the effect of dis-
placement on the potential energy. In the context of Theorem 1.1 (ii), it seems
to be necessary to condition the distribution of A on the values of ¢ when
proving displacement convexity. Transportation inequalities bound from
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above the cost of changing a measure u into another measure v by the relative
entropy of u with respect to v. The required transportation inequality Theo-
rem 4.1 follows for the conditional distribution of eigenvalues by a procedure
due to Bobkov and Ledoux.® This implies a concentration inequality The-
orem 4.2, with which we conclude the proof of Theorem 1.1 in section five.

In section six we show that, if the tracial distribution satisfies a suit-
able transportation inequality, then the unconditional joint eigenvalue dis-
tribution o, also satisfies a transportation inequality. Further, we present
sufficient conditions for ¢, to satisfy (1.4) and for o, to satisfy a transpor-
tation inequality with constants that improve with increasing n.

Under these slightly stronger hypotheses we are able to deduce ana-
logues of results known in the case of Gaussian ensembles from refs. 2 and
24. Section seven features a transportation inequality for p. Displacement
convexity has also been considered by Otto and Villani,?” in the context
of the Fokker-Planck equation, and by Carrillo er al.® for the granular
medium diffusion equation, to establish logarithmic Sobolev and transpor-
tation inequalities.

2. DISPLACEMENT CONVEXITY OF LOGARITHMIC ENERGY

We begin this section by introducing some fundamental functionals to
describe the problem, before stating the convexity properties of the energy.
The Hamiltonian for our system may be written as a function on the
phase space A" of ordered eigenvalues

n
HM=nY v0)— > loglhj—kl  (rea™, (2.1
j=1 Jokj<k
or equivalently in terms of the empirical distribution as n2E (MS,A)).
By restricting the ensemble, we can assume that all eigenvalues lie in
[-A/2,A/2]. On A" we shall use the metric associated with the norm
Il = (3 X121 43)'/? on R,
Let (R2,d) be a complete and separable metric space, and let x and
v be Radon probability measures on 2. When u is absolutely continuous
with respect to v, we can unambiguously define the relative entropy of
with respect to v by

du

dv,
dv

d
Ent(/uv):/ —Mlog

Qd\)

where by Jensen’s inequality 0 < Ent(u |v) < oo.
When [, d(xo, y)?u(dy) <oo and [, d(xo, y)’v(dy) < oo hold for some
x0 € Q and p >0, we define the Wasserstein p-transportation cost to be
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W, (u, v)pzigf{//md(x,y)”n(dxdy) |7 has marginals g, v}, (2.2)

where the infimum is taken over all those Radon probability measures =
with the prescribed marginals. The topology associated with the metric W,
for p>1 is weaker than the topology of weak convergence of the proba-
bilities. We shall use the dual characterization of transportation cost, due
to Kantorovich and Rubinstein,(!!) that

W, (1, V)”Zsup{/ f(X)u(dX)—/ g(y)V(dy)If(X)—g(yKd(x,y)”}
fg tJQ Q )
(2.3

where the functions f and g are bounded and continuous.

A continuous map ¥ : (21, d;) — (23, d») between complete and sepa-
rable metric spaces is said to induce the Radon probability measure o on
Q> from v on ©; when

'/Qg(y)or(a’y)=/Q gWr))vidx)  (g€Cp(§22)). (2.4)
2 1

For notational convenience, we shall sometimes identify an absolutely
continuous probability distribution on the real line with its associated
probability density function. Let fy and f; be probability density func-
tions on [—A/2, A/2] and let ¢:[—A/2, A/2]—[—A/2, A/2] be the increas-
ing and continuous function that satisfies

x o(x)
f folwdu= / fiwdu  (ce[-A/2A/2):  (2.5)
—A2 A2

then ¢ induces fi(u)du from fy(u)du, or, more briefly, f; from fy. We
introduce the increasing and continuous functions

os(x)=(1—s5)x +sp(x) (xe[=A/2,A/2],s€][0,1]) (2.6)

and set

WX(X) X
f Fiw)du= / fowdu  (ce[-A/2A/2).  @7)
2 —AP2

so that (f;) (0<s<1) is a family of probability density functions
which interpolates between fy and f; by displacement in the sense of
McCann.(”)
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Theorem 2.1. Suppose that the probability density functions fy and
f1 on [—=A/2, A/2] have finite logarithmic energy.

(1) If v"(x) >k >0, then the energy E of (1.13) is uniformly displace-
ment convex; that is, E(f;) is a convex function of s with

1
(1= E(fo)+sE(f1) = E(fy) 2 55(1 =)o Wa(fo, f1)?
0<s<1). (2.8)

(i) If v"(x) > —« where x <1/(3A%), and fy and f; have equal means,
then the energy E is uniformly displacement convex with

1—-3A%
(1 =$)E) +5Ef) — E(f) = 5(1=9)(

— ) Watho i)

0<s<). (2.9)

Proof of Theorem 2.1. The proof is contained in sections two and
three. First we recall that the logarithmic energy associated with f; is

! 1
2 log ————— dxdy. 2.10
2//[—A/2,A/212 % Ty ) — gy OO SO (2.10)

The logarithmic energy in E makes a contribution to (2.8) of

1—=s 1
// log fo(x) fo(y)dxdy
2 [—A2.A2Pp  lx—yl
K 1
+—// log —— f1(x) fi(y)dxdy
2J Jimapape o Ilx—yl
1 1
——// log fs() fs()dxdy
2 [—A/2,A/2]? |x —yl
1

los (x) — s (V)] }
=3 I dxdy.
2ff[—A/z,A/zlz Og{lx—yl”lw(x)—cp(y)ls Jot) fow)dxdy
@2.11)

Here ¢ is increasing, so it follows from the inequality of the means
that

l0s(X) — s (M| =11 =5)(x —y) +5(p(x) — ()]
> x —y' o) — oI5 (2.12)
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hence the integrand of (2.11) is non-negative. This shows that the logarith-
mic energy is displacement convex, so (2.10) is convex in s; a fact which
turns out to be adequate for the proof of Theorem 2.1(i) in section three.

To obtain uniform convexity, as required for Theorem 2.1(ii), we
improve upon (2.12) by using the inequality

2
. (2.13)

lg{ los () — s (V) }>g (1— ){ X—p()—y+e@)
lx—yI"Slp() —emP 1~ lx — ¥+ lp(x) — ()|

To see this, we set 6 =x —y and ¥ =¢(x) —¢(y); here we suppose without
loss that 6 >0, and then v >0 holds since ¢ is increasing. The function

h(s)=log((1 —s)0+sy)— (1 —s)logh —slogy (s<[0, 1] (2.14)

is concave with 2(0)=h(1) =0 and hence satisfies the simple estimates

h(s) > 25(1—s)h(1/2) =2s(1 —s)log 29%
B (VO —V)?
_2s(1—s)logil+W} (s €[0, 1]).

The mean value theorem shows that log(l + u/2) >2u/3 for 0<u<l;
hence

9¢}

h(s)>—s(l—s){9+l/j

(2.15)

holds, and this is equivalent to (2.13). We deduce that

1 los (x) — s (P

— 1 dxd

2// AJLASP Og{|x—y|1—f|¢<x)—<o(y>|f}fO(x)f"(y) e
s(1—yx)

12A2

=

//[ A2 A/z]z{(x—(ﬂ(x))—(y—¢(y))}2fo(X)fo(y)dxdy,
| (2.16)

and since fj is a probability density function this is

1— A/2
=S L[, et

([ /:/2 G-enhmdy) ] @1
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As ¢ induces f1 from fp, the final integral in (2.17) vanishes

A2 A2

/ yfoy)dy — / yiydy =0,
A/2 —A)2

since fy and fi are assumed to have equal means.

Sudakov and Brenier” have shown that the most economical way of
transporting fo to f1 is via the probability measure 7 that is induced on
[—A/2, A/2) from fy(x)dx by yr (y,@(y)); clearly 7 has marginal den-
sities fy and f;. Hence we have

s(1—s) [A/2 5 _s(l—s)
e _A/2(x—<ﬂ(x)) foydx=——5

2.17) = Wa(fo, f)% (2.18)

which gives our basic estimate on the effect on the logarithmic energy of
displacing the charge distribution. In the next section we shall conclude
the proof of Theorem 2.1 by considering the potential energy. |

3. DISPLACEMENT CONVEXITY FOR GENERAL POTENTIALS

Proposition 3.1. Suppose that v’(x) >« for all xe[—A/2, A/2].
Then the potential energy satisfies

A2 A)2 A2
(1—s) f V() fo¥)dx + f v(x) f1 (1) dx — / v(x) f; (X)dx
—A/2 —A/2 A2

1_
> %s)wfo,mz. 3.1)

The potential energy is displacement convex whenever v is convex; the
potential energy is uniformly displacement convex whenever o =« > 0.

This result is known to McCann and others,?® but for the sake of
completeness, we include the proof.

Proof of Proposition 3.1. It follows from the mean value theorem
that for x, yeR and s €][0, 1], there exists 5 € (0, 1) such that
(I =s)v(x) +sv(y) —v((l —s)x+sy)
1
=§s(l—s)(x—y)zv"((l—i)x—i—&y). (3.2)
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Since ¢, induces f; from fy, we can write

A2 A2 A2
(1—S)/ v(X)fo(X)derSf v(x)fl(X)dx—/ v(x) fs(x)dx
—A)2 /2 /2

A)2
= f A/Z{(l —$)v(x) +5v(p(x)) —v(@s (X))} fo(x)dx, (3.3)

where we can apply (3.2) with y=¢(x) to the latest integrand and thereby
obtain the bound

A2
(3.3)2%s(1 —s)/A/z{ga(x)_x}sz(x)dx. (3.4

The statement of the Proposition follows as with (2.18). |

Conclusion of the proof of Theorem 2.1. (i) When the potential
is uniformly convex, we can take ¢ =«¢ > 0 in Proposition 3.1. On
adding (2.11) and (3.4), we obtain the required result (2.8).

(i) When the potential satisfies the weaker estimate v’ > —«, and the
densities have equal means, we obtain (2.9) by adding (2.18) to (3.4).
This concludes the proof. |

We now consider the consequences for the empirical distribution of
eigenvalues, as required for Theorem 1.1.

Corollary 3.2. (i) For v as in Theorem 2.1(i), the Hamiltonian is
uniformly convex with

(1—-s)HA)+sHE) — H((1 —s)L+5E)

> 27 InPs (1= s)kollr — &1 7 (A EeA™.

(n)

(i) For v as in Theorem 2.1(ii), the Hamiltonian satisfies

(1-=s)HA) + sH(E)—H((1 —s)A+58)

1—3A%
2 2
= ns(1—s) <—6A2 ) ||)~—$||gz(n) (3.5)

for all A,E e A"N[—A/2, A/2]" with Z?:l M:Z?:léj.

Proof. This may be verified directly as in the proof of Theorem 2.1. |
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4. CONDITIONAL TRANSPORTATION AND CONCENTRATION

In ref. 14, Its et al. consider matrix ensembles, in which the eigenvalues
A=(A1,...,A,) are constrained to lie on a hyperplane, as a model for a ran-
dom word problem; here we consider such an ensemble as a technical device.
Let Ij_4/2,4/2] be the indicator function of [-A/2, A/2], and let

on(d)=2;! exp{—H M) —a2,4/20(A1) - T— a2, 42/ (An)dA1dAs . . .d Ay
4.1

be the probability measure on A" that is induced from v,(dX) by the
eigenvalue map A: X+ 1. Ref. 18 p. 56 features a discussion of this for-
mula.

It is convenient to condition measures with respect to the values
taken by the normalized trace t =%Z’}=l Aj. Let g, be the probability
density function, induced by A+ 7, that satisfies

A/2 1
[ rommdr= [ f(0Ym)a@n  gea®. @)
—AJ2 Al n =1
It is important to distinguish ¢, from the integrated density of states,
which involves %Z?zlf()»j) instead of f(% Zj‘:l)\j) in (4.2), since
their limiting behaviour is quite different; in fact, g,(r)dt converges
weakly to 8z as n— oo where X = [xp(x)dx. We suppose that o,(d)r) =
on.z(dx)gn(t)dt where o, ; is the conditional probability measure on

1 n
ngz{xeR":;Z,\,zr}mA"m[—A/z,A/z]". 4.3)
j=1

This set is the closure of the intersection of a hyperplane in R” with a con-
vex open set, so has a natural Lebesgue measure d x upon it, and we take
the metric on I17 to be the ¢2(n) metric restricted to the said hyperplane.
We shall use x to denote a vector parallel to IT}, so that A=(z, x) € IT}.

In this section we consider the joint distribution of eigenvalues of a
random matrix subject to v,(dX). We shall assume as in Theorem 1.1(ii)
that 342k <1 holds, and derive a concentration-of-measure theorem, itself
a consequence of the following transportation inequality. Under the stron-
ger hypotheses of Theorem 1.1(i), similar results hold with better constants

as in Theorem 2.1(i); see section 6 of ref. 2.

Theorem 4.1. Let w, ; be a probability measure on IT? that is abso-
lutely continuous and of finite relative entropy with respect to o, ;. Then the
quadratic transportation cost is bounded by the relative entropy and satisfies
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5 6A2
WZ(wn,ra Un,r) < n2(1 Ent(wn,r |Un,r)- (4-4)

—3A%)

Proof. This follows from Corollary 3.2(ii) by Proposition 4.2 of Bob-
kov and Ledoux.®) Ultimately, their proof depends upon the Prékopa—
Leindler inequality. |}

The following concentration inequality is the functional form of
Theorem 4.1, and we shall use it in the proof of almost sure convergence
in Theorem 1.1(i1).

Theorem 4.2. Let F: (I}, 2(n))— R be an L-Lipschitz function, so
that |F(A) — F(E)|< LA —&|lp2(, for some L <oo and all A,& € I17. Sup-
pose further that [ F(1) o, .(dx)=0. Then

27242
LA I wem. @)

/n'; exp{tF(AM)} o, (dy) < eXp{m

Proof. This follows from Theorem 1.3 of Bobkov and Gotze;® see
also p. 342 of Villani.?® |

We now present a logarithmic Sobolev inequality which formally
strengthens Theorem 4.1. The precise connection between logarithmic
Sobolev inequalities and transportation inequalities is discussed on p. 297
of Villani®® within the unifying context of HWI inequalities.

Theorem 4.3. Let g:I17 - R be an Lz(a,,,f) function such that
IVgllg2(, also belongs to Lz(an,f). Then

/H ,£00° log (00 / 1181132, ., )omrd)

6A2

_ 2

Proof. This follows from Proposition 3.2 of Bobkov and Ledoux.® |
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5. ALMOST SURE WEAK CONVERGENCE

In this section we conclude the proof of Theorem 1.1 by arguments
which exploit Theorem 4.2; compare ref. 2. The empirical distribution )

is defined in (1.2).

Proposition 5.1. Suppose that v is as in Theorem 1.1. Then the
empirical eigenvalue distribution converges weakly almost surely to the
equilibrium distribution p as n— co.

Proof. We shall concentrate on part (ii) of Theorem 1.1, this being
the more difficult. By the Weierstrass approximation theorem, it suffices to
prove (1.3) for an arbitrary L-Lipschitz function f:[—A, A]— R. We set

A
Fa(3) = / FuP (dx) 5.1)
—A

so that Fj,: (A", ¢2(n)) — R defines an L-Lipschitz function. We introduce
the means

Mp,t :/ F,() Gn,r(dX) and m, :/ Fy(A) 0, (d)), (52)
n A’l

T

so that m, = [‘my g (7)dt holds by definition of o, . and the limit

A
mn—>m:=/ f(x)p(dx) (n — 00) (5.3)
—A

holds by the weak convergence theorem of ref. 6.
Given ¢ >0, we shall prove that the sequence of probability values

[e.e]

onfre A" |F,(A) —m)| >8}=/ on A€} |Fy (M) —m| > e}gn(v)dT
- (5.4)

is summable over n> 1. To this end, we bound the right-hand side from
above by

00
/ (Un,r{)‘« € H? HEy (X)) —my 2| > g/4) +0ont [|mn,r _mn,f(n)| > 8/4]

—00

+0on,r [|mn,f(n) —my| > 8/4] +0ou,c [lmy —m|> 8/4]) gn(t)dr. (5.5)
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The concentration Theorem 4.2 leads via Chebyshev’s inequality to the
bound

—&t 3A%L%1
On,z {)» e |Fy(A) —my | > 8/4} <2exp [T + m

and hence

2 2,82
—n-(1-3A%k)e
Ot (A€M} |Fy(M) —my | >e/4} <2exp { YT } : (5.6)

the constants here are independent of t. This gives a satisfactory bound
on the first term in (5.5).

The final term in (5.5) contributes zero for all sufficiently large n,
independently of 7, on account of (5.3).

So it remains to bound the second and third terms of (5.5), which
we do by establishing Lipschitz continuity of m,  with respect to t. For
notational correctness, we introduce the probability measure &, . that is
induced on I1} from o, . by the isometric map ®:(A;)— (A; +7(n) — 1),
which changes the trace from 7 to T(n). We have

F(/\)Un,f(n)(d?»)—/n F(X) 6,z (d))

Mp,t(n) —Mn,z :/
n
H‘E(n) T(n)

+ o (F(®(R) — F()) 0on,c(d2) (5.7

and since F is L-Lipschitz, this latest integral is bounded in modulus by
LI®Q) = Al < Lit—tm)]. It follows from the Kantorovich-Rubinstein
duality theorem (2.3) and Theorem 4.1 that

[Mn 2y —mn| < LW1(On @), On.r) +L|T—T(n)]

c - 1/2 _
< L(_’;Ent (.7 |a,,,,)) FLIt—%m)| (5.8)
n

for some constant c4. In analogy with (2.1) and (4.1), the measures o, z()
and 6, . arise from Hamiltonians which have difference

Ho, 1y ) = Hs, () =0y {v(h)) =00 +1—7(n))}
j=1
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since ® does not affect the logarithmic energy term in (2.1), and the ratio
of the normalizing constants of these probability measures is

2@y A, xP=Hs, (M}dx

_ . (5.9)
Z(Un,f(n)) fnnf(") eXp{_Ha,,_f(,,) (Midx

When all the A; have —A<A; <A and [v/(x)| <K for all xe[—A, A], we
have

|Ho, -y X — Hz, . (W <n*K |t — ()]

and hence

doy ¢

<n*Klt—1(n). (5.10)

log
‘ don z(n)
On substituting the consequent bound on the relative entropy into (5.8),
we obtain

172

My 2y = Mno| SL(K|T =T (m)]) "+ Lit =T (n)]. (5.11)

When |t — 7(n)| <so:=min{e?/(64K L?), e/(8L)} we have |Mp 20) —Mn,z| <
¢/4 and hence

00
f Gn,r[|mn,t_mn,f(n)|>8/4]Qn(f)d": < / qn(t)dr
—00 {r:lt—Tt(n)|>s0}
C
< =4, (5.12)
nsg

where the last step follows from the variance inequality (1.4) via Cheby-
shev’s inequality. We also have from (5.11) the bound

o0
|mn,f(n)_mn| g/ |mn,f(n)_mn,r|qn(f)d7
> o0 o0
< LK”Zf |r—f(n>|‘/2qn<r)dr+L/ It —7(n)|gn(r)dt
—00 —00

[ 1/2
<LK1/2(/ |r—f<n>|qn<r)dr)

—0o0

+L/°° [t — 20 gn (@) d; (5.13)

—00



1376 Blower

where the latest step follows from the Cauchy-Schwarz inequality. By
hypothesis (1.4) the right-hand side of (5.13) converges to zero as n — oo,
and consequently we have |m, 7, —mg,| <¢&/4 whenever n is sufficiently
large; hence oy ([Imu z(n) —my|>¢e/4]=0 for all v and large n.

From the preceding estimates, it is clear that only the first and second
terms in (5.5) contribute when n is large; moreover from (5.6) and (5.12)
the upper bound

C
O €A |Fy(\) —m| > e} < —= +2exp
I’l2S2

{ n2(1 =3k A?)e?
0

96A2L2 } (5.14)

follows for all sufficiently large n. By the first Borel-Cantelli Lemma, the
probability of the event

o
{(A(”)) € l—[ A" FyA) —m|>¢  for infinitely many n} (5.15)

n=1

is zero with respect to the measure ®) 7 0,. This establishes that the uff)

converge almost surely to p in the weak topology as n—oo. |

6. TRANSPORTATION INEQUALITIES

In this section we present sufficient conditions for o, to satisfy a qua-
dratic transportation inequality similar to (4.4). Having already achieved
such a result for the eigenvalue distributions conditioned on the trace, we
need to consider the tracial distribution g, (t)dt.

Theorem 6.1. Let v be as in Theorem 1.1(ii)) and suppose that
[v"|< K, on [—A/2, A/2]. Suppose further that the tracial density function
satisfies the quadratic transportation inequality

W2 (Pns gn)? < (1/an)Ent(py | gn) (6.1)

for all probability density functions p, that are of finite relative entropy
with respect to ¢,. Then o, also satisfies the quadratic transportation
inequality

9A*K; 6A2
an(1=3A2K)2" n2(1 —3A2%)

Wa(wy, 0,)? < max }Ent(wn lon)  (6.2)

for any probability measure w, that is absolutely continuous and of finite
relative entropy with respect to oy,.
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Proof of Theorem 6.1. We let g,(t, x) =dw,/do,, and also intro-
duce gnr(x) = gn(t, x)/hu(r), where hy(7) =f1-[n gn(T, X)on,c(dy) is
so chosen that g, is a probability density function "with respect to oy ;.
Further, &, is a probability density function with respect to ¢,(r)dr. We
shall obtain the Theorem from two lemmas which describe the quadratic
transportation cost and the relative entropy. Talagrand®® considered the
corresponding results for product measures. ||

Lemma 6.2. Let ¢ :[—A/2, A/2] - [—A/2,A/2] be the continuous
function that induces hy,(t)q,(t)dt from q,(t)dt. Then the Wasserstein dis-
tances for the quadratic transportation cost satisfy

A2
371 Wa(wy, Un)z < W2 (8n,70n,7, Gn,r)zhn (t)gn(r)dt
—A2

+W2(hnCIn , Qn)z
A2

+ i WZ(Un,q)(r), Gn,r)ZCIn (t)dr. (6.3)

Proof. By the triangle inequality we have

WZ(gn,an,rthmUn,rqn) < WZ(gn,rUn,rhnCIn»Un,rhnq;z)
+W2(Un,rhn‘Zna Gn,go(r)Qn)
+W2(Un,<p(r)%u On,zqn) (6.4)

and we can square up this inequality if we introduce the constant 3.
We let :T1? — 17 be the optimal transportation map that induces
&n.z(X)on (dy) from o, ;(dx) at minimal W,-cost. Then (z, x) > (T, ¥ (x))
induces g, ;0n.chng, from o,.h,q, and hence

WZ(gn,an,rhn‘In, Un,rhnCIn)Z

A)2
<[ AL w0 =2 on@n) e i 65

—A)2

since the t distribution is unchanged. As v, is the optimal transportation
map, we can identify the inner integral with the minimal transportation
cost for the y-distribution and obtain

A2
WZ(gn,rUn,rthns Un,rhnCIn)z < " WZ(gn,rUn,n Un,r)zhn (t)gn(z)dr.

B (6.6)
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Hence the first term on the right-hand side of (6.4) gives rise to the first
term on the right-hand side of (6.3).

Likewise, the final term in (6.4) gives rise to the final term in (6.3);
when o, is the product of ¢,(t)dt with another measure, this term is zero
since then o6, ; =0y 4 (7).

It remains to deal with the middle term in (6.4). The map (z, x)—
(¢(7), x) induces oy, h,g, from o, 4)g, since

//G((p(T)vX)Olz,(p(r)(dX)qn(T)dT://G(T,X)Un,r(dX)hn(T)Qn(T)dT
(6.7)
holds by the choice of ¢. Further, since the x- co-ordinate is unchanged,
the cost is

A2

WZ(Un,rthna Un,g)(t)Qn)z < / lo(t) — T|2CII1 (r)dr = WZ(hnCIna CIn)2~
2

This accounts for the remaining term in (6.3) and concludes the proof of
Lemma 6.2. |}

Lemma 6.3. The relative entropy of w, with respect to o, satisfies

A2
X Ent(gn,ro'n,r | Gn,r)hn (t)gn(r)dr.
/

(6.8)

Ent(w, | 0,) =Ent(h,qu | gn) +/

Proof. The latest integral involves

A2
/ [[H gn(r,x)logg”(T’X)on,r(dx)}qn(r)dr

—A/2 hn(f)
_ fA 2a()10g 401 3 (d2)
A)2
_ / 8 (T, ) 10g 1y () 04 e (dX) gu()dT.  (6.9)
—A2 Jon

We evaluate the inner integral in the final double integral and obtain

A2

(6.9) = / g0 () log gn (1) 0 (d2) — / i (2) log (1) gu(2) d. (6.10)
An 2

The identity (6.8) follows when we rearrange this, and the proof of the
Lemma is complete. |
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Conclusion of the proof of Theorem 6.1. We obtain in turn upper
bounds on each of the transportation costs in Lemma 6.2 in terms of cor-
responding expressions from Lemma 6.3. First we have, by the hypothesis
(6.1) and (6.8),

Wa(hugn, gn)* < (1)) Ent(hngn | gn) < (1/a) Ent(w, | ay). (6.11)

For the other terms in (6.3) we exploit Theorem 4.1. We have the inequal-
ity

A2
W2 (gn,<0n,» Un,r)Zhn(f)Qn(f) dt
—A)2
6A2 A2
< M/—A/Z Ent(gn,ro'n,r |0'n,r)hn(77)CIn(T) dr, (6~12)
and by Lemma 6.3 this is
6A?
Ent(w, |on). (6.13)

<
n2(1 —3A2k)

To deal with the remaining term we introduce the Radon-Nikodym
derivative S, ; =doy 4()/doy,: and apply Theorem 4.1 to obtain

6A2
W2(Sn,ran,r»0n,r)2< n2(1 Ent(Sn,rUn,r |Un,r)a (6~14)

—3A2%)
and by Theorem 4.3 we have the logarithmic Sobolev inequality

6A2 P
Ent(sn,fan,flan,r)<m/m ”Vxﬁn’fnﬁ(n)ani(dx) (6.15)

where V, is the projection of the gradient onto IT?. Now we can write
A=yx+7ta where a=(1,...,1) so that x =(x;) has Z'}zl x;j=0. In terms
of these co-ordinates, (2.1) gives, after we cancel the logarithmic terms,

log Sy r=nY v(xj+1) = v(x; + (@) +Cy (6.16)
=1
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for some constant C,, and this has gradient with norm squared

n ) )
IV, 10g Suclipa,y = n ) 10O+ 1) =0 (xj +9(0)]
j=1
< K3 (p(r)—1)° (6.17)

since |v”| < K. Hence on combining (6.17), (6.15) and (6.14) we obtain

5 9A*K? 5
W2 (Sn,c0n,7,0n,7) Sm(fﬂ(f)—f) (6.18)

and so

A2 , 9A*K? A2 ,
W: , dt < ——=— — dr.
ap 2(0n,0(1)» On,t) " qn(T) dT (1—3A2K)2 /;A/Z((p(r) ) gu(t)dt
(6.19)

Since ¢ is the optimal transportation map that takes g,(t)dtr to h,(1)
gn(t)dt, we recognise this as

9A*K3 5
(1 _ 3A2K)2 Wz(hn%za Qn) .
We can now bound this term by a multiple of Ent(w,|o,) as in (6.11).
Having bounded cach of the transportation costs in Lemma 6.2, we have
achieved a proof of Theorem 6.1. |

Examples 6.4. (i) Let v be as in Theorem 1.1(1). Then the poten-
tial is uniformly 2-convex and conclusion of Theorem 6.1 holds by The-
orems 1.4 and Lemma 6.3 of ref. 2; see also Bobkov and Ledoux.(®
In particular when v(x) =x2/2, we have the classical Wigner ensemble
GOE(n, 1/n) where t has a Gaussian N(0,n~2) distribution and the qua-
dratic transportation constant satisfies 1/a, <2/n* by Talagrand’s theo-
rem. (2

(i) Let v be a polynomial potential as in Proposition 1.2. Then v
satisfies the Gaussian concentration inequality (1.10). By results of ref. 3
and Otto and Villani®?, it is known that the slightly stronger Gaussian
isoperimetric inequality implies the quadratic transportation inequality.

The hypotheses of Theorem 6.1 imply that g¢,(r) ~ exp{—cn?(t —
7(n))} holds for some ¢ >0 in the sense of the theory of large deviations;
see ref. 12. In the remainder of this section, we shall make this more pre-
cise. Since ¢, is a one-dimensional distribution, we can express the value
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of the quadratic transportation constant in terms of computable quanti-
ties. Otto and Villani®” show, under the general conditions of their The-
orem 1, that the transportation constant «, in (6.1) is equivalent to the
constant in the logarithmic Sobolev inequality

/ h(z) log h(t) gn(v) d < 41 / VVR@Pgamdr  (6.20)

_ oy J_
which holds for all probability density functions 4 of finite relative infor-
mation with respect to g,. Let the cumulative distribution function of ¢,
be Q,,(x):ffA/2 gn(t)dt and the tail be Tn(x)zfo/2 gn(t)dt; the median
a, satisfies Q,(a,)=1/2. We introduce the constants

1 ndt
B = sup 0,0 los -} | o (6.21)
and
1 *odt
) _
B, _xs;lg)n T,,(x){log Tn(x)}/a,l ) (6.22)

Then by Theorem 5.3 of Bobkov® and Gétze, there exist absolute positive
constants ¢ and ¢® such that

DB+ BP) < 1/a, <P (B + BP). (6.23)

Further, they show that the logarithmic Sobolev inequality implies a
Gaussian concentration inequality, as in Theorem 4.2, and (1.10).

The following result shows that the distribution of trace,v’(X) is
tightly concentrated near to its mean value; the inequality resembles (1.9),
which holds for special polynomial potentials. For notational convenience,
we use the unconditioned ensemble v, on M;(R).

Proposition 6.5. Suppose that v is twice continuously differentiable
with v”(x) < K, and that |v(x)| > cx? holds for some ¢ >0 and all large |x|.
Then V/(X)=%Z’}:1 v'(x;) satisfies [ V'(X)v,(dX)=0 and

2
/ explt nV' (X)}un(dX) < exp {K—t} (teR). (6.24)
M3(R) 2
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Proof. We investigate the effect of translating X to X +¢I; compare
Lemma 1 of ref. 22. Since X and / commute, by checking the case of
polynomial potentials and using the Weierstrass approximation theorem,
we can easily show that d—ka(X—HI) =trace,v® (X 4 1), when v is k-
times continuously differentiable and hence we deduce the inequality

V(X +11)<V(X)+1trace,v' (X) + K1%/2 (6.25)

by the mean value theorem.

The growth condition on v and the dominated convergence theorem
allow us to manipulate the following integrals. The measure dX is trans-
lation invariant, and hence

1 = / vn(dX)=Z;1/ exp{—nZV(X+tI)}dX; (6.26)
M3 (R) M (R)

so the z-derivative of the right-hand side is zero, and

n

1> z! / exp{—n’Kt*/2 —n’t trace,v'(X) —n’V(X)}dX (6.27)
M;(R)

holds on account of (6.25). After rearranging, we obtain the desired result
by replacing ¢ by —t/n. |

Due to Lemma 1 of ref. 6 as mentioned in the Introduction, it is the
bounds of v” on [—A/2, A, 2] that are important in applications of Proposi-
tion 6.5. We can now compute the asymptotic form of the variance of V/(X).

Proposition 6.6. Suppose that v is a real analytic function that sat-
isfies the conditions of Proposition 6.5. Then V" (X)= % Z?:l v”(Aj) sat-
isfies

/ \/’(X)%,,(d)():l2 / V/(X)v,(dX) (6.28)
M (R) n® Jmy®

n n

and

l o0
/ VX (dX) > / ENPEPdE  (—o0).  (6.29)
M3 (R) T J—-c0

Proof. We obtain (6.28) from (6.26) by differentiating twice and set-
ting t =0. By results from ref. 6, the empirical distribution is weakly con-
vergent in probability to the equilibrium distribution, hence the limit in
(6.29) exists and has value [ v”(x)p(x)dx. To express the limit as a Fourier
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transform, we need to justify some computations. For v as in the Propo-
sition, the equilibrium measure is supported on a finite union of disjoint
intervals [a;, b;], and on each [a}, b;] its density p has the form p(x)=
V(b —x)(x —aj)rj(x), where r;(x) >0 is real and analytic; see ref. 10. It
follows that p is bounded and vanishes at the endpoints of its support-
ing intervals, and that p’ belongs to L*3(R) since p’ has singularities no
worse than x~!/2. Further, we can integrate by parts to obtain

AJ2 A/2
/ v (x) p(x) dx:—/ v (x)p'(x)dx (6.30)
—A)2 —Ap2

where, on the support of p, this v’ equals the Hilbert transform of
p by results mentioned in the introduction. It follows from the Haus-
dorff-Young inequality that £p(&) belongs to L*(R) and p(&) belongs
to L*3(R). Hence we can apply Plancherel’s formula to (6.30) and thus
obtain the stated value for the limit. |]

7. TRANSPORTATION OF THE EQUILIBRIUM DISTRIBUTION

Theorem 7.1. Let v be as in Theorem 1.1(ii), and suppose that the
tracial distribution satisfies the quadratic transportation inequality (6.1)
with 1/a, < B/n? for some B> 0; alternatively, suppose that v is as in The-
orem 1.1(i). Suppose further that the equilibrium density p has support
[-A/2,A/2], and let ¢ be a probability density function on [—A/2, A/2]
with ¢ logq integrable. Then the quadratic transportation cost satisfies, for
some y >0 independent of g,

1 1
Wa(q, p)* < ;/f log |x_y|(p(X)—q(x))(p(y)—q(y))dxdy~ (7.1)

Thus the quadratic transportation cost is bounded by the logarithmic
energy of g — p. The right-hand side is equivalent to the squared norm of p —
g in the Sobolev space H~1/2[— A, A]; that is, to 3 |/lc_\ | p(k) — G (k)|> where the

Fourier coefficients are taken with respect to (exp{imkx/A})p2 _, where k #0.

Proof. We recall that

v(r) = f loglx—y pOdy+e1  (xel=A/2,A/2)  (12)
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where ¢ is a constant which cancels later. Let u(x) = [log|x — ylg(y)dy,
so that u defines a bounded function on [—A/2, A/2]; indeed by Young’s
inequality

A/2 1 (A2
u(x) < / q(y)logq(y)dy+—/ |x —yldy
—A)2 e /2

A/2 A2
= / q(y) logq(y)dy+2—. (7.3)
—A/2 e
The function u is absolutely continuous and its derivative u'(x) =
PV [(1/(x — y))q(y)dy is integrable by Kolmogorov’s Theorem on the
Hilbert transform; in particular, ¥ is Holder continuous. Since ¢ satis-
fies (1.8)—(1.12) of ref. 6, it is the unique probability density function on
[-A/2, A/2] that has u as its logarithmic potential.
Now we introduce

n

on(d2) = Zu@) " expl-n Y uG)+ Y Tog iy —ul]

=1 ik j<k
n
X l_[ I—ay2,a21(Aj)dAr...d)Ay (7.4)

j=1

where Z, (1) is so chosen as to make w,(dX) be a probability measure on
A"; here 0 < Z, (1) < oo holds since u is bounded. This w,(dA) has finite
relative entropy with respect to o,(dA) and

1 da)n da),, 1 Zn 1 “
8 g5 don=17log s+ /A ) ;g(va»—u(xﬂ) wn (d2).

(1.5)

n2

AN dO'n dO'n

By Theorem 1 of ref. 6 we have weak convergence of the empirical
eigenvalue distributions under w, (dA); hence

/ lZv(,\j)w,,(dx) —>/ v(x)q(x)dx
nn j=1 R

=f/ﬂ;2 log|x =yl p(y)g(x)dydx+ci  (7.6)
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as n— oo, and similarly

/ lZu()\j)a)n(d)») —>/u(x)q(x)dx
nn j:l R

— [ [ loeix—slamawardy. @)

The latest iterated integral is finite since u is bounded and ¢ is integrable.
By Jensen’s inequality applied to (7.5), we have

1 Zn 1 &
— log 7 < /A - g(u(x,) —v(A))) an(dn) (7.8)

and hence by weak convergence

. 1 Zy
lim sup—zlogz—(u) < A(u(x) —v(x)) p(x)dx. (7.9)

n—oo N

The right-hand side of (7.9) may be simplified using (7.2) and the defini-
tion of u to

/ /Rz log|x —yl(g(y) — p(y)p(x)dxdy —cy.

We deduce from (7.6) that

. dwy dwy,
limsup — — log —doy,
n—oo N Al dan do‘n

1
< / / log () —q () () —q())dxdy.  (7.10)
R2 lx =yl

Moving attention to the left-hand side of (7.1), we can introduce, for
each ¢ >0, continuous functions f and g with f(x)—g(y)<|x — y|*> on
[-A/2, A/2] and such that

Wa(g, p)* < /Rf(x)q(x)dx—/Rg(y)p(y)derE
1 n
< | - A7) wn (dA
/Nn;f( ) @n(dn)

1 n
—/ =Y g on(dE) +2¢ (7.11)
An =l
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holds for all sufficiently large n. It follows from the choice of f and g that
Walg. p)? < / / I3 =112, ma (dAdE) + 26 (7.12)
n X All

holds for all probability measures m, on IT? x IT? with marginals w,(dX)
and o0,(d¢). By Theorem 6.1, o, satisfies a quadratic transportation
inequality with constant 1/(yn?) for some y >0. We deduce from the def-
inition of transportation cost and (7.12) that

1 d d
Wa(q, p)2 < lim sup Wa (wy,, op)? < lim sup — / aon log On doy,.
n— 00 n—oo Yyn AN dUn dUn
(7.13)

The result follows when we combine (7.13) with (7.10).

Remark 1. When v(x) =x? and we have the semicircle law p(x) =
2V 1—x2/7 for —1 <x <1, the inequality (7.1) simplifies to Biane(!) and
Voiculescu’s Remark 2.9. The constants arising from our double integral
are equivalent to those of ref. 1; checking this is a pleasant exercise in the
theory of the Gamma function.
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